\section{Sensor Design}
The use of CMOS structures for light-sensing applications was originally proposed in the 1970s [#] and is now commercially well established, with sales to rival those of CCDs [RT1]. Numerous recent developments to the pixel design and processing have achieved high-grade performances such as the pinned photodiode, low noise and leakage current.    Such performances can be applied beyond the commercial imaging domain, and CMOS sensors have been demonstrated in many alternative applications including medical X-ray imaging [RT16-17], electron microscopy [RT18], EUV detection for solar observation [RT19], particle physics and nuclear physics [RT12-15].  
A key advantage of CMOS imaging is the use of standard CMOS fabrication processes, in which a diverse family of nmos and pmos transistors, resistors, capacitors and diodes can be manufactured on the same silicon substrate as the sensitive pixel; hence these sensors are often referred to as Monolithic Active Pixel Sensors (MAPS).  In typical imaging applications this allows for the integration of the readout electronics and control logic at the edge of the array of imaging pixels, offering a very compact one-chip imaging solution.  Commercial demands for more “megapixels” have lead foundries to develop smaller and smaller pixels, and so the number of transistors that are implemented per pixel is generally kept to the minimum 3-transistor or 4-transistor architectures, or as low as 1.5 transistors per pixel [RT5-7] by use of novel structures that share transistors and readout columns between pixels.
The requirements for scientific applications of CMOS imaging sensors share many aspects with those for commercial imaging, such as low noise performance, but often the pixel pitch can be larger with sizes between 10 and 100 micrometers well suited to the target application.  This opens further the opportunity to exploit the full range of components available in the CMOS process, with the possibility to add more circuits inside the larger pixels, provided the impact on optical fill-factor and efficiency are acceptable.  With these potential costs to performance in mind, there are a great range of potential benefits for adding in-pixel circuits, such as extension of dynamic range [OPIC5], novel reset schemes [LAS], automatic object or feature location [OPIC2][OPIC3], in-pixel analog-to-digital conversion [OPIC4], in-pixel storage of multiple analog samples [FAPS], in-pixel storage of digital data, in-pixel threshold-event timing, and data sparsification [OPIC].   
The CMOS structures used for optical imaging can conveniently also be applied to particle physics applications.  Incident optical photons that reach the silicon epitaxial layer are absorbed and will be converted into an electron hole pair, so the total incident charge generated in the silicon is proportional to the intensity of light that is not obstructed by any metal or transistor structures above.  In a physics application, an incident particle of sufficient energy will deposit some of that energy as a near uniform trail of electron-hole pairs along its path through the silicon.  The ionization rate is largely independent of the type of particle. The energy loss has statistical fluctuations that are described by the Landau curve [RT28], where the Landau peak is the most probable energy loss which is approximately 0.3 keV/m, or 80 electron-hole pairs per micron for silicon.   The high-energy particles will pass through metal routing layers and other components in the pixel such that they will still deposit  signal charge, so the issue of “fill-factor” that is important for optical imaging applications is no longer of concern.  CMOS sensors are therefore an ideal technology of choice for particle physics applications such as this one.

\subsection{Process Technology}

The CMOS silicon substrate comprises a very low resistivity base material, over which a P-doped epitaxial layer is grown, generally up to 20 micrometers in thickness.  The silicon substrate and epitaxial layer are predominantly free of electric fields, so any charge that has been deposited in the silicon will move randomly by diffusion, with typical carrier lifetimes of milliseconds.  A small potential barrier exists between the change in substrate doping between the silicon substrate and the epitaxial layer, which is sufficient to keep the majority of carriers within the epitaxial layer.  A small electric field forms around a positively charged n-well diode, in which a diffusing electron will be swept towards the n-well and collected as signal.

Diffusing charge may not be collected by the nearest diode, in which case it continues to diffuse and may be collected by a diode in a neighbouring pixel:  this effect is called “crosstalk” and represents an undesirable loss of position accuracy in the system.  The pixel design presented in this paper implements four diodes, placed toward the corners for optimum crosstalk performance.  The advantage of this approach is also a reduction in charge collection time, as the mean distance to any diode is shorter than the single-diode solution at the same pixel pitch.
The structure of a standard pmos transistor makes it an unlikely choice for use in a pixel design, due to the n-well in which the pmos device sits.  Such n-wells, tied to a positive potential, are equally likely to collect diffusing charge as the collecting diode, but any charge which reaches these n-wells cannot be collected as signal on the diode, and so this behaviour represents an inefficiency in charge collection.  For this reason, commercial CMOS sensors implement only nmos transistors in the pixel, although this significantly limits the circuit functionality that can be implemented.  For a complex pixel design with many pmos transistors and small collecting diodes, this inefficiency would dominate the charge collection and the resulting signal size would be too small to resolve over the electronic noise.
To address the problem of inefficiency caused by pmos transistors in the pixel, a deep p-well implant can be added to the standard CMOS process:  This high-energy implant creates a region of higher doped p-type silicon beneath the n-well of a pmos transistor.  The small potential barrier that forms, much like the boundary between the epitaxial layer and the substrate, is again sufficient to keep the majority of carriers within the epitaxial layer, and most importantly, from being collected by the n-well.  This technique restores the charge collection efficiency of the pixel to near 100\%, although some minor reduction in the initial signal charge deposited must be expected from the small proportion of the epitaxial layer that is now occupied by the deep p-well implant.
For the successful implementation of this project, a deep p-well module was developed by a leading commercial foundry, on a standard 0.18 micrometer CMOS process.  This process is called Isolated N-well MAPS (INMAPS).  The INMAPS process features 6 metal layers, precision passive components for analog circuit design, and may be stitched to manufacture sensors up to wafer scale.  Whilst for this project a particular commercial partner was selected, the technology could be implemented in most modern CMOS processes.
The TPAC sensor was manufactured on the INMAPS process, and implements deep p-well in the pixels to achieve the predicted near 100\% charge collection efficiency.  To further understand the device physics, the same design was manufactured with two thicknesses of epitaxial layer and with or omitting the deep p-well implant.

\subsection{Overall architecture}

The TPAC sensor comprises 28,224 pixels, row control logic, on-chip SRAM memory banks and I/O circuitry in a 9.7x10.5mm die.  The sensor collects the charge deposited by an incident particle in pixels arranged on a 50 micrometer pitch.  This signal is compared with a global threshold and if a particle is detected, the time-code and location of the event is recorded in memories for readout at a later time.  The physics of the target application are such that real incident particles are extremely rare (as described in section #) hence artificial hits caused by electronic noise will dominate the volume of hits that are stored and read out. 
Four different pixel designs are implemented for evaluation, which fall into two distinct architectures.  A common control and readout architecture serves all pixel varieties, allowing the sensor to be operated as a whole or as sub-regions.   Pixels may be individually masked, allowing any permutation of single pixels to be operated and evaluated.
\subsection{PreShape pixel}

The preShape pixel is based on a conventional analog front end for a charge-collecting detector.  The four diodes are connected to a charge preamplifier, which generates a voltage step output in proportion to the collected charge.   A CR-RC shaper circuit generates a pulse output in proportion to the input signal with further circuit gain to yield 94uV/e- with respect to total input charge.  This signal, along with a local common-mode reference form a pseudo-differential input to the two-stage comparator.  The shaper circuit returns to a stable state, depending on the signal size, and is then able to respond to another input signal.  
Saturation in the shaper circuit occurs for signal charge deposits greater than 2500 electrons, beyond which the shaper output becomes non-linear and takes a longer time to return to the steady state.  Non-recoverable saturation of the pixel occurs when the preamplifier stage has integrated 10k electrons on the diode node, beyond which the gain of the pixel deteriorates, reaching 50% after 22k electrons, until it will no longer respond to an incident signal.  The preamplifier reset is used to initialise the pixel before the start of a bunch train, during which the likely incident signal charge for a single pixel is small compared to these saturation limits.
The in-pixel comparator has two parts:  the first takes two differential signals, and produces a real-time differential discrimination result, with some small analog signal gain.  The second comparator generates the full-swing discriminator output, and applies offset trim adjustment with 4-bit resolution.  The output of the comparator is enabled with a 1-bit mask input which can be used to prevent the pixel from generating hit events.  
Pixels generate a fixed length pulse using a monostable circuit, which is connected to row control logic outside the pixel.  The length of the output “hit” pulse in independent of the signal size.

To achieve high circuit gain in the preamplifier, a small value of feedback capacitance was required, which was made using two larger capacitors in series to comply with manufacturing design rules.  Two different simulation tools were used to evaluate the optimum orientation of the series feedback capacitors, but the two tools selected different topologies for highest gain.  Two capacitor orientations are therefore implemented on the TPAC1 sensor as subtle variants of the preShape pixel.
Electronic circuit noise is estimated at the input to the differential comparator and referred back to the diode node using the charge gain.  The dominant noise source is the input transistor of the preamplifier circuit; the expected equivalent input noise for this pixel is 23e- rms.

The nominal power consumption for the preShape pixel is 8.9uW during operation, although the circuit may be powered off in-between bunch trains.
\subsection{PreSample pixel}

The preSample pixel is based on a conventional MAPS sensor, with in-pixel analog storage of a reference level.  Charge integrates on the four collecting diodes, causing a small voltage step proportional to the collected charge and the node capacitance.  A charge preamplifier provides gain to yield 440uV/e- as a voltage step, which along with a local sample of the reset level, forms a pseudo-differential input to the two-stage comparator.  The charge amplifier and reference sample must be reset after a hit event before the pixel can detect another hit:  This is undertaken by the in-pixel logic.    Saturation in the preSample pixel occurs when the diode node has integrated 64k electrons, beyond which non-linear operation is expected.
The in-pixel comparator stage is common to all pixel architectures, but the preSample pixel includes an additional monostable circuit to generate the self-reset signals that are necessary to prepare the amplifier and reference sample for another hit event.

Similar to the preShape pixel, a small capacitance in the preamplifier feedback is made with two capacitors in series.  This gives rise to two subtle variants of the preSample pixel, again based on results from different simulator tools.
Electronic circuit noise is estimated at the input to the differential comparator and referred back to the diode node using the charge gain.  An additional factor of SQRT(2) is applied to the real-time simulation noise level to account for the sampling nature of this pixel.  The dominant noise sources are the input transistor of the first source follower buffer and the input device in the charge amplifier circuit; the expected equivalent input noise for this pixel is 22e- rms.

The nominal power consumption for the preSample pixel is 9.3uW during operation, although the circuit may be powered off in-between bunch trains.

\subsection{Pixel Layout}

The preShape and preSample pixel layouts are illustrated in figure #.  The preShape pixel comprises 160 transistors, 27 capacitor cells and a large polysilicon resistor.  The preSample pixel comprises 189 transistors and 34 capacitor cells.  The two pixel architectures use the same diode positions, which were optimised for crosstalk as described in section #, and are located towards the corners of the 50 micron pixel.   
The sensitive analog front-end circuits are located in the very centre of the pixel with extensive substrate-grounded guard rings for signal integrity.  Analog signals are routed primarily on metal 1, with some plates of metal 2 used where necessary to shield the analog signals from switching signals passing overhead.  The deep p-well layer is added as a symmetrical cross structure which leaves only the collecting n-well diodes exposed to the epitaxial layer.

Pixel power supplies are routed on the 3rd, 4th and 6th metal layers in horizontal and vertical directions to distribute power in a mesh structure.  The various sub-circuits in each pixel design are mostly powered separately in this first sensor, so there are 5 independent power supplies routed to the pixels.  The hit output signals from pixels are routed horizontally along a row on the 5th metal layer, which is fully shielded from the sensitive analog electronics below by the metal layers in-between.
\subsection{Row control logic}
The row logic is responsible for monitoring the individual hit outputs from a row of 42 pixels and writing details of any hit events to local memory.  An external clock defines the timing with which hit signals are sampled.  The hit signal from a pixel is asynchronous, but will have a fixed pulse-width defined by the in-pixel monostable bias setting.  This pulse length is set to be O(10%) greater than the hit sampling period, which is generally matched to the bunch crossing rate of the target application, typically 189ns.  This regimen ensures that an asynchronous hit will always be sampled by the synchronous logic, with a small probability that it will be sampled twice:  This is an acceptable data overhead that allows for a reasonable spread in the length of the monostable pulses, with a minimal risk that an entire hit pulse occurs between sampling and hits are therefore lost.  The sampling of hits uses a “ping-pong” circuit architecture to ensure there is no dead time between samples.

The 42 sampled hit signals are subdivided into 7 “banks” for most efficient processing and storage.  Each bank is selected in turn with a 3-bit address signal; an OR circuit tests whether a bank contains any hits.  Banks that contain hits are stored as a 6-bit hit pattern and a 3-bit bank-address code, thus identifying a single location in the full row of 42 pixels.  A key feature of this approach is in the case of a dense particle shower, whereby multiple nearby hits are stored in a single register, rather than multiple registers.  The hit-seeking circuits operate at 8 times the bunch crossing rate, up to 50Mhz.  Multiplex signals are gray-coded for reliable high speed operation, and the reserved address 0 deselects all banks for additional testing provision. 
\subsection{Data storage}

The row control logic has 19 SRAM registers available for storage of hit data.  A memory controller is implemented to organise the use of these registers, such that registers are not overwritten once used, and only those with valid data participate in readout.  This memory controller is implemented as a bidirectional shift register, with 20 cells.  The memory control register initialises with a token in the first position, which enables the first SRAM register for write access.  During data write the shift register advances to the next position, filling the SRAM registers in order for the first 19 hit events.  The 20th hit event in a particular row moves the token into a holding cell, which raises a global overflow flag indicating the memory full status.  Any further hits on that row will be discarded.  
The row control logic may be operated in “override” mode, whereby the result of the OR circuit is ignored and the value of the hit pattern in each bank is always stored.  This operating mode fills the memories in less than 3 complete cycles of the standard control sequence, and so is only intended as a test feature.

The 19 SRAM registers occupy the full 50 micrometer row pitch.  The hit pattern and corresponding multiplex address are stored in the first 9 bits of a register, with a further 13 bits used to store the global timestamp code, which is incremented each time hit signals are sampled.  The cross-coupled inverter structure of a SRAM cell ensures the data will be held indefinitely provided the cell is powered, so there is no requirement to refresh the data or a maximum hold time after which data is corrupted.  

The full TPAC1 sensor comprises 4 columns of row logic, each with 168 rows, hence there are 12,768 SRAM registers of 22 bits each in total.  

The row control logic and the SRAM register bank occupy a 250 micrometer wide region adjacent to the 42 pixels.  The logic and SRAM are insensitive to incident particles; therefore this structure has an inherent 11% dead area.  
\subsection{Readout}
During readout, the memory controller is switched into the reverse direction and clocked once to initialise the token to enable the most recently written register for readout.  A combinational read-enable signal propagates to the first register that has valid data for readout, and enables the connection to the parallel readout bus.  On each subsequent clock of the memory controller the next valid register is selected until no further registers remain, when a “done” output flag is asserted.   The off-chip control software uses this flag to initiate readout of each logic column in turn.
In addition to the 22-bit SRAM registers, a 9-bit ROM cell is activated during readout of each row.  These extra cells encode a unique row address that forms part of the parallel data bus.
SRAM and ROM readout is implemented with a current sense amplifier [ref] which was optimised to operate over long distances with minimal read time.  An activated SRAM or ROM cell pulls current from the parallel data bus depending on its state, which is sensed by the circuit at the column base.  31 of these current-sense amplifiers operate in parallel to create a 31 bit digital output data, which is multiplexed and driven off chip with no serialization.  Maximum read time from the furthest cell is 150ns; parallel data readout is operated at 5Mhz typical rate.  A full sensor readout, in which every register contains valid hit data (such as override mode) therefore takes approximately 2.6ms, and generates a 50kByte data file.
\subsection{Mask and trim configuration}

Each pixel contains a 5-bit SRAM shift register, which is used to store per-pixel trim (4 bits) and a mask flag.  This configuration data is programmed during sensor initialisation, and is held indefinitely in each pixel until the sensor is powered down or the data is rewritten.  The configuration shift registers are not used while the sensor is in normal operation.  Configuration data is loaded through a serial interface, which shifts single-bit data in each column simultaneously, as illustrated in figure #.  Serial data outputs are available at two points to enable data read-back for error-rate monitoring.   Data read is destructive, so in normal operation the read-back occurs after hit events have been collected, and compared with the original written values.   The total configuration memory space on the sensor is 141kbits.  

[!CHECK/TODO: Speed of operation]
\subsection{Additional Test features}

Three test pixels are included at the edge of the main pixel array for detailed testing.  These pixels are based on the preSample pixel architecture, and include additional analog buffers to monitor internal analog signals in the pixel circuit (figure #).   The signal pulse and the reset sample are available for two adjacent pixels, and the internal differential comparator output is available from one test pixel.  A third pixel allows evaluation of other in-pixel circuits, including the two monostables and the full comparator chain.

Key digital signals, such as control clocks and the least significant bit of the multiplex address and time-code are driven off-chip at the farthest point from their initial distribution.  This debug feature allows the timing of critical signals to be evaluated during operation.

All bias currents independent and generated off-chip to evaluate the performance of sub-circuits in different operating modes.  The two pixel architectures can be operated independently, with separate threshold voltage, bias settings and power-down control.
\subsection{Known design issues}
