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Abstract

The CMS Silicon Tracker comprises a complicatedd$et
hardware and software components that have been
thoroughly tested at CERN before final integratmnthe
Tracker. A vertical slice of the full readout chdias been
operated under near-final conditions. In the abseiche
tracker front-end modules, simulated events havenbe
created within the FED (Front End Driver) and usetest
the readout reliability and efficiency of the finBIAQ
(Data Acquisition). The data are sent over the 18164 bit
links to the FRL(Fast Readout Link) modules at saite
excess of 200 MBytes/s per FED depending on setdp a
conditions. The current tracker DAQ is fully basadthe
CMS communication and acquisition tool XDAQ. This
paper discusses setup and results of a vertica sfi the
full Tracker final readout system comprising 2 fuilates of
FEDs, 30 in total, read out through 1 full cratdioal FRL
modules. This test is to complement previous téste at
Imperial College[3] taking them to the next levelarder to
prove that a complete crate of FRLs using the flDaAQ
system, including all subcomponents of the finadtemn
both software and hardware with the exception @& th
detector modules themselves, is capable of sustaine
readout at the desired rates and occupancy of & C
Tracker. Simulated data are created with varyinig h
occupancy (1-10%) and Poisson distributed triggges
(<200KHz) and the resulting behaviour of the system
recorded. Data illustrating the performance of $lystem
and data readout are presented.

. INTRODUCTION

The CMS Silicon Tracker will produce large amounfs
data, which must be read out by the Front End Dsive
(FEDSs) [3][4], which are 9U 400mm VMEG64x cards that
process the raw data from a subset of 192 APV25[2]
silicon readout ASICs, equivalent to 0.2% of thacker.
After multiplexing and streaming, the data from trecker

are routed via analogue optical links to the FEDS.
optical channels are then digitised to 10bit pienisat
40MHz and processed in large FPGAs, before being
collated into events and sent to the CMS DAQ vihesi
VME or the SLINK-64 protocol.

Under final running conditions the SLINK-64 protbco
must be used to enable a data throughput of upnm,in
some cases where only one FED is connected per FRL
exceeding, 200 Mbytes/s per FED. It is clear theeethat

such a system must be well tested before finalnalsiseat
Point 5 on the LHC ring thus ensuring that the Ifina
operation of the system is certified. However, dgrihe
testing and assembly stages in 2006 there arenmatgéa
Tracker front-end modules available in order tovelra
large enough number of FEDS to make a true versioes
test. Nominally a vertical slice would consist ofwhole
crate of FRLs, which corresponds to two whole até
FEDs ~ 30 in total. Therefore another method dirigshe
readout system without the need for the detectatutes is
required. This is achieved by creating Pseudo-Ranfdde
events within the front-end FPGAs of the FED, whigk
injected directly into the FED exactly where theticg
data samples would arrive from the final system.

In order to qualify the hardware readout system and
operation of the DAQ, the system was set up indingj
904 on the CERN Prevessin site in France. Thegy#
capable of creating variable event occupanciefenfitont
end of the FED without the need for the actual dete
modules to create the event frames from the APV@st{
end readout chips. The “fake events” which aratemw in

the FED have the capability to be set to operatangt
occupancy between 0 and 100% and also include wdpse
random adjustment to the pedestals of the fake APV
frames, in order to simulate the random naturdnefits in

the front-end silicon detector modules.

The main purpose of this test is to qualify thectiomality

of the entire trigger and readout chain from theCLT
TTCci, TTCex, TTCoc, APVE, FMM, FRL, FED,
Transition Card, Slink Sender Card and DAQ software
Operating the system under various conditions bying
the strip hit occupancy and therefore data throughim
doing so one can investigate the limiting factofsthe
system to gain a better understanding of how thel fi
tracker will perform.

Il. TRACKER FED FAKE EVENTS

By exploiting some of the remaining block memory
within the delay FPGAs on the front end of the FiEDas
been possible to set aside enough space to program
individually each optical channel with a unique tipkexed
APV25 frame. The fake events that are producedinvttie
FED are exact replicas of the data frames that davoul
normally arrive over the optical analogue linksheTframes
are programmed into a block RAM within the delayG#3



using the same method over VME as is utilized toypm
all other configurable registers within the FED.

In order to accurately simulate more realistic ffina
conditions, a pseudo random number generator hes be
implemented to augment the values set within tloeest
data frame. The magnitude of this random augmemtatf
frame samples is programmatically adjustable toehav
range of between 0-1 up to 0-256 ADC counts. Tagsdr
can also be applied on a channel-by-channel baghe
value produced by the random number generatores th
summed with the value stored in the block ram foe t
sample being input into the front end FPGA on ttlatk
cycle. Between each sample the random number genera
is cycled and a new number produced to be summ#d wi
the next sample in the APV data frame and so ams th
sample by sample noise is introduced over the wA8¥
frame.
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Figure 1: APV Fake Data Frame With 5% Occupancy
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In this test the range of the noise was set to &m0
and 25 ADC counts. The strip hit values were se4G0
ADC counts. The hit threshold was set to 25 AD@nts.
In order to fully test the functionality of the FEdll frames
were created with a base offset pedestal of 104. sEme
value was then set as the pedestal for subtraatiche

FED and the FEDs were run in Zero Suppression mode.

Figure 1 shows an example APV fake data frame with
strip-hit occupancy of 5% corresponding to 13 loitss of
the 256 strips. It just so happens that an ocaupah5%
corresponds to a condition in the system whereetierl
fine balance between the buffer occupancy withie th
APV25 front end chips and that of the FEDs. At this
occupancy with the trigger set to 100kHz one cleades
backpressure being exerted by both buffers. Thimdgely

a point of interest and not one for further distois.

1"l. TESTSETUP

The test setup comprises a complete vertical sfiche
full final CMS Tracker trigger and DAQ system exdilng
the detector silicon strip modules, analogue optick and
the back end readout link of the FRL for the fillsAQ.
For the purpose of this test the data were reacwoert the
SLink, the CRC value was calculated for each ewrmt

each FED, checked with the CRC stored within th& da
and the result was logged. Data were assumed tokbe
given the corroboration of CRC checksums. Not¢ itha
possible that limitations on the speed of thisIfgection of
the DAQ could reduce the achievable rates measnrinis
test.

Figure 2 is a schematic representation of the fiesl
setup. For more detail on this system see referfjcThe
basic configuration of the system and interconoesctican
be seen in simplified form. Three VME crates aredus
this system all of which are controlled by rack mimal
PCs, running the Linux operating system, via theEGIA
PCI to VME bus controller[7]. The software install on
all machines contains the full installation of XDAQand
the Tracker specific software packages [6][8] folire
Tracker commissioning and data analysis tasks. DA@
PC controls a compact PCI crate and runs the dgeda
software developed to control and readout the FRl]s[
The trigger is controlled by the final CMS system
comprising LTC, TTCci, TTCex, TTCco and the Tracker
Specific APVE.
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Figure 2:Test Setup

Back-pressure for this system is achieved usindiiad
FFM feedback loop that is in place to prevent deering
of buffers on the FED and also to communicate o t
statuses of the FEDs in the system. The statusedea
logged by the FMM modules thus it is possible toord
the history of state changes on the individual FMM
channels. The complete set of statuses from alFEBs
are then combined in a logical OR to produce alsing
signal that is fed into the APVE module where 8i&us is
then combined in a further logical OR with the gsapf the
APV emulator. The result of these merged signals is
global signal that is then fed to the LTC triggarccwhere
upon receipt of a status other than READY, eitheékRM
or BUSY, the trigger controller will then interrutite flow
of triggers in order to reduce the occupancy offdysfin
the system to a safe level at which point the FEBd/or
APV emulator will then de-assert BUSY or WARN thus
allowing triggers to resume.

All of the 30 FEDs are configured and controlledtby
CMS Tracker DAQ online software with the use of the



Fed9USoftware[9] package developed by Imperial €yl
London. Each FED is programmed with the same fake
event of a specific representative detector occeypamnd

on receipt of a trigger the FEDs process the falkv/A
frame and output the Zero Suppressed data buffer
containing the hit information for the APV frame.

V. RESULTS

Results were taken over a full week of running and
total more than 30 billion events were read ouimfr80
FEDs. The system was run with pseudo random Pwisso
generated triggers with a mean rate of 140kHz. Nio&e
this frequency drops when the backpressure systest m
assert BUSY and thus veto the trigger. Figure 3vshan
example distribution of triggers produced by thasBan
generator of the LTC when running with mean raté 40
kHz. These data were taken directly from the tnigge
analyzer on the APVE card during one run with hit
occupancy of 1%, thus resulting in no rate reductioe to
backpressure.
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Figure 3:Trigger distribution for 140kHz mean rate

In an attempt to demonstrate what the results sepite
when considering the final CMS Tracker readout
expectations the data are displayed in terms afemeage
data loss calculated from the ratio of measuregyéni rate
to 100kHz, the published desired mean trigger sateMS.

No data is actually lost, data from all triggerseveeceived
and no corruption or loss data was seen.

The FEDs were setup to run in Zero Suppression mode
with pedestal subtraction and common mode subtraetil
activated. The pedestals were set to 104 ADC coasts
described in section Ill. Two sets of data werdetafor
two different modes of operation of the FED. Figure
shows the percentage data loss for full debug meadde,
which is a verbose mode of operation giving more
information about the status of each event.
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Figure 4:% Data Loss for Full Debug Data Frame at 100kHz

This plot shows that for low occupancy of 1-2% the

system ran with practically no reduction in triggate. It

is important to note that a large majority of thiv&
Tracker will run under such conditions in the LH&\s we
reach the limit of buffer occupancy in the FED &RV at

3% occupancy we find that the data loss has a sharp
increase up to 20%. At a higher occupancy of 1Beétet
was a 64% reduction in trigger rate therefore ttlésar that

this system is extremely sensitive to the hit oenqy
within the silicon strips.
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Figure 5:% Data Loss for Compressed Data Frame at 100kHz

For those innermost areas of the Tracker where the
occupancy is expected to be the highest it is still
encouraging to look at the results from Figure ®mehthe
data format is now set to compressed mode. Wit th
reduction in header information and overall datekpasize
for this mode, one is able to readout data with hit
occupancy of 3% with no reduction in trigger rat&égain
there is a sharp rise in the data loss at 4% ocmypap to
17%. It is clear that this reduced data packed wil be
essential when reading out the innermost layerghef
Tracker in order to keep the sustainable triggtrsras high
as possible.



V. CONCLUSIONS

The results of this test have shown that the system
stable for periods of time over many hours whemiug at
150KHz Poisson distributed triggers, the back pness
from the APVE and FED, via the FMM, works perfedity
throttle the trigger rate down to a sustained ait&@2Khz
when operating the FED at 5% occupancy. At lower
occupancies, 1-3%, more representative of nomimaah d
taking conditions in the final Tracker, the systeons
without interruption at trigger rates around 100 KH
sustained. Note that these measurements were dedduc
without final shipping of the data for processingda
analysis, it is likely that some delay may be idtroed into
the readout of the data from FRLs due to slowealfin
shipment of the data. However, this is Software &l
processor power dependent and therefore not wittiaut
possibility for future improvements. The results this
paper are the best possible achievable readost watieout
further reduction due to data processing.
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